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Background

1) Different countries have different law system, it is impossible to develop 
a model that suitable for all law system
1) What is possible is that we can develop a model that can perform 

multi legal tasks under the same law system.

2) US operates under a common law system
1) A common law system is based on judicial precedent (i.e. precedent 

case)

3) Lots of researchers believe that similar case are precedent case, but is 
not.





Contribution

1) We propose LawLLM, which is adept at handling a range of legal tasks, 
including Legal Judgement Prediction (LJP), Precedent Case 
Recommandation (PCR), and Similar Case Retrieval (SCR).

2) LawLLM distinguishes between precedent cases and similar cases, 
providing clarity on the objectives of each task. This clarification enables 
the future research to develop tailored strategies for those tasks.

3) Experimental results indicate that LawLLM outperformed all baseline 
models, including the GPT-4 model, across all three tasks.



Difference between precedent case & similar 
case
1) A precedent case must have been closed before the input legal case.

2) Precedent cases are those that were actually considered by judges in making 
their decisions, unlike similar cases which might not have been taken into 
account.

3) Similar cases share textual and thematic similarities in the case narrative or 
might fall into similar case categories, while precedent cases might seem 
unrelated at face value.

4) There might be jurisdiction restrictions in precedent cases.

5) While a legal case's precedent case can sometimes be the same as a similar 
case, this is not always the case. 





Data Preprocess

A legal case has {Title, Date, Judge, Plaintiff(s), Plaintiff’s Attorney(s), 
Defendant(s), Defendant’s Attorney(s), Case Detail, Precedent 
Relationship}.

1.From raw legal case data to summarized case detail & verdict

2.Convert processed data into vector database

3.Convert processed data into precedent knowledge graph



Prompt for Similar Case Retrieval , Precedent 
Case Recommendation 
SCR PCR



Metric

•PCR and SCR:

1.Top-1
2.Top-3
3.Top-5
4.Not found



Prompt for Legal Judgment Prediction

Metric for LJP

1. Accuracy

2. F1



Similar Case Retrieval 

1.For each case, we retrieve top 10 similar cases from vector database.

2.Then use these cases to construct the training prompt
1.The expected output will be the top 1 similar case

3.Testing stage is using the same process, but with top 0-9 similar cases



Precedent Case Recommendation

1.In top-1 setting, we extract case A and case B. Case A will be the input 
case, and Case B will be the precedent case of Case A. Rest of 9 cases 
are filled with similar case retrieved from vector database

1.If there is a precedent relationship between them, we use BERT 
embedding to check the similarity between various case features (e.g. 
Judge, Case detail, etc.)

2.Note that, we also have top-3 and top-5 setting



Legal Judgment Prediction

1. We employ two-shot in-context learning during the testing 
phase.

2. For each testing case, we will retrieve a similar case from 
vector database and a precedent case from the knowledge 
graph.



Dataset

• CaseLaw Project
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